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Large-Scale Structural Analysis by Parallel Multifrontal Solver
Through Internet-Based Personal Computers
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Internet supercomputing methodology is introduced, and the concept is realized for large-scale finite element
analysis. This is enabled by an efficient out-of-core parallel solver, which is based on domainwise or elementwise
multifrontalapproach. The primary resources of Internet supercomputingare numerousidling personal computers
connected by the Internet irrespective of their locations. The computing ability of hundreds or thousands personal
computers connected by the Internet can be as powerful as that of supercomputer such as the IBM SP system if
these personal computers are utilized for solving a problem simultaneously through an efficient parallel computing
algorithm. Under the described concept, a virtual supercomputing system InterSup I is constructed and tested. To
establish the InterSup I system, 64 personal computer nodes, which are located in several places and connected by
theInternet, are conscripted. When the established InterSup I system is used, linear static analyses of a finite element
model having around 2 X 10° degrees of freedom are done through the developed parallel multifrontal solver. Some
numerical tests have been carried out to investigate the affordability and effectiveness of Internet supercomputing.
The possibility of Internet supercomputing through Internet personal computers as an alternative supercomputing
power for high-performance computing is provided in this research.

Introduction

INITE element analyses are often required in the processes of

structural design and certification of large and complex struc-
tures such as aerospace vehicles. In this case, most of the compu-
tation time is spent on solving the system of algebraic equations
associated with the finite element model. Kim and Kim' have de-
veloped an efficient multifrontal solver that can reduce fill-ins by
using multiple fronts to solve the systems of linear equations. The
solver was combined with graph-partitioning algorithms to obtain
partitioned fronts, and all of the operations were performed in an
elementwise manner. In this study, a new out-of-coreparallel solver
based on this multifrontal technique is developed for large-scale
structural analysis.

For large-scale structural analysis and high-precision simulation
of structures, supercomputing power as well as efficient parallel al-
gorithms must be implemented to obtain reliable results within a
reasonable time. Whereas various types of parallel hardware archi-
tectures have been developed, Internet supercomputing, which uses
general-purposepersonal computers simply connected by the Inter-
net as a large parallel computing resource, can be a cost-effective
way of implementing high-performancecomputing considering the
startling progress in microprocessor technology in recent years.
These computers in laboratories and companies are, for the most
part, interlinked by the Internet and are idling after the closing-hour
time. However, these computers can be utilized as enormous com-
puting resources if they are combined through the network. This is
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a basic concept of Internetsupercomputing. To realize this concept,
an efficient parallel computing algorithm should be developed, and
interface tools for handling computers simultaneously are needed.
In this study, the parallel performance and efficiency of the de-
veloped parallel multifrontal solver are tested in distributed parallel
environments. Then, the effectivenessand possibility of Internet su-
percomputing proposedin this study was tested by numerical exam-
ples of large-scale structural analysis through the developed parallel
multifrontal solver with Internet-based personal computers.

Multifrontal Solver

The concept of the multifrontal method was first introduced by
Duff and Reid? as a generalization of the frontal method of Irons.?
The elimination processof the frontal method is shownin Fig. 1, and
that of the multifrontal method applied to finite element procedure
is shown in Fig. 2.

The difference between the elimination process of the single
frontalmethod and thatof the multifrontalmethod can be understood
by comparing Fig. 1 with Fig. 2. In the single frontal method, only
one frontis used, and it spreads out the whole domain, as degrees of
freedom(DOF) fully assembled are eliminated from the front. By the
multifrontal method, a given domainis divided into two subdomains
recursively,and each subdomain has its own fronts, shown in Fig. 2.
After the recursive bisection of the given domain is completed, the
new fronts are constructed by the remaining interface DOF of each
domainand are merged with each otherrecursively. Ateach merging
state, DOF fully assembled are eliminated immediately.

Coefficients related to the eliminated DOF and the inactive front
matrices, which are not involvedin current elimination process, can
be stored to secondary storage without loss of efficiency, as shown
by Kim and Kim.! This feature can considerablyreduce the required
memory size and, consequently, make it possible to handle a much
larger number of DOF. Kim and Kim also investigatedthe influence
of the mesh-mapping schemes and the partitioning quality on the
performance of the multifrontal solver.

Parallel Multifrontal Solver

The parallelizationof multifrontal solver has been tried by several
researchers including Lucas et al.,* Ingel and Mountziaris,” Geng
etal.,’ and Gupta et al.” The multifrontal solver for general sparse
systems, which were proposed by Duff and Reid,> was parallelized
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by Lucas et al.* This multifrontalsolver was used to solve the sparse
systems arising from semiconductordesign. It can be applied to the
sparse linear system whose adjacency structure can be represented
by aplanargraph, forexample,two-dimensionalfinite element prob-
lems. Geng et al.® solved two-dimensional finite element problems
using four processors with one front in each processor. Ingle and
Mountziaris’ implemented the multifrontal solver to solve the large
systems of equations arising in two-dimensionalfinite element anal-
ysesof chemical transportand reactionprocessesin a network-based
parallel computing environment. They exploited only the inherent
parallelismof the multifrontalsolver. In other words, computationto
eliminate fully assembled DOF on the subdomainboundary was per-
formed on only one processor.It was not a serious problem for them
because they solved two-dimensional problems and used just eight
processorsat most. However, in the case of three-dimensionalanaly-
ses, which have a large number of DOF in the subdomain boundary,
it is very difficult to obtain a good parallel performance. Using a
large number of processors will only make the problem worse. The
mostrecentand efficientimplementation of the parallel multifrontal
solver is the one developed by Gupta et al.” They implemented a
general parallel sparse solver based on a multifrontal technique. Al-
though it is well organized and efficient, it is not adequate for finite
element analysis because it is an on-core solver, which requires a
much greater amount of memory than its out-of-core counterpart,
and it also requires a separate construction process of global stiff-
ness matrices, which are not going to build. Therefore, in this study,
a new out-of-core implementation of multifrontal technique that in-
termixes the matrix construction process and the solution process
by a fully domain or elementwise approach and does notrequire any
separate matrix construction process is proposed to obtain solutions
for large-scale structural analyses. Detail of the procedures of the
parallel multifrontal solver proposed in this study are discussed in
this section.

The basic parallel implementation of the multifrontal solver is
shown in Fig. 3. Mesh partitioning must be carried out to per-
form parallel computing. Mesh-partitioning algorithms based on

Q: active DOF @ : eleminated at current step QO : eliminated at previous step

Fig.1 Elimination process of the frontal method.

QO:active DOF € : eleminated at current step Q : eliminated at previous step

Fig.2 Elimination process of the multifrontal method.

graph-partitioning algorithms was used in this study. To use this
graph-partitioningalgorithm, finite element meshes to be partitioned
must be converted into graph structures. A graph-mapping scheme,
weighted-edge mapping (WEM), proposed by Kim and Kim! was
used for converting finite element meshes to graph structures as
shown in Fig. 4. Each element of the finite element mesh is mapped
to a vertex. To reflect the connectivity information of finite element
meshes, an edge is constructed between two elements that have at
least one common node, and the weight of an edge between two
neighboring elements is set to the number of common nodes. To
obtain a partitioned graph, graph-partitioningroutines provided by
Metis® software were used to divide the graph into two parts recur-
sively. The graph partitioning using Metis was conducted to assign
the same vertexes to processors and to minimize the number of edge
cuts. Therefore, the number of elements assigned to each processor
is the same, and the communication resulting from the placement
of adjacent elements to different processors is minimized.

After the mesh-partitioning stage, partitioned domains are dis-
tributed to each processor. Each domain assigned to each processor
is partitioned by two parts recursively into smaller fronts until ap-
propriate number of elements are given to each front. According
to numerical tests performed by Kim and Kim,! the proposed mul-
tifrontal solver performs best for three-dimensional analysis when
abouteightelements in average are given to each initial front. After
this front-partitioningstage, each processoreliminates fully assem-
bled DOF in each partitioned domain. In the results, if totally N
fronts and P processorsare used for parallelcomputing, N / P fronts
are distributed to each processor, and each processor can perform
the elimination process of N/P fronts independently, as shown in
Fig. 3. Therefore, the elimination process can be simply parallelized
due to its inherent parallelism of the multifrontal solver.

After each processor successfully performs the elimination pro-
cedure, fronts of adjacent processors are merged as shown in Fig. 3.
In Fig. 5, the front-merging processes between two processors is
shown:
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Fig.3 Computing procedure of the parallel multifrontal solver.
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This merging process is very difficult to parallelize effectively.If, as
in Ref. 5, all computations related with this front-merging process
are carried out in one processor, the merged front matrix (K +2)
must be constructed and saved by one processor. Therefore, load
balancing is not achieved well, and almost the same quantity of
main memory required in serial computing may be needed. For this
reason, parallel performance is deteriorated in three-dimensional
problems that have many DOF in the subdomain interface. In this
study, these front-mergingprocesses are conducted at the same time
by the adjacent processors having common elements through a par-
allel Gauss-elimination algorithm (see Ref. 9). In the elimination
process using ith row as pivot, as shown in Fig. 6, we must di-
vide A(j, i) by A(i, i) and subtractA'(j, i) (= A(j,i)/A(i, i)) from

Finite element mesh

Fig.4 WEM scheme.

69 63
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Fig.5 Front-merging procedure.
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A(j, i). This operation can easily be parallelized if the ith row is
distributed to all of the processors, as shown in Fig. 7. As in Fig. 7,
A(1,1:100) can be distributed to four processorsthrough broadcast-
ing operations, and computing burdens can be distributedaccording
to the remnants of row number divided by processornumber. Thus,
computation loads are balanced, and the elimination process can be
done simultaneously using four processors. As mentioned before,
the front-merging processes are parallelized thorough the parallel
Gauss-elimination algorithms in this study. In Fig. 5, processors 1
and 2 carried out the front-elimination process in each domain, re-
spectively. The KV frontmatrix is constructedand savedin the main
memory by processor 1 and the K® front matrix is constructedand
saved by processor 2. There are a total four DOF (38, 30, 22, and
14) in the interface region between the two processors. If processor
2 sends the K ® matrix to processor 1, processor 1 can constructthe
merged front matrix K ' +2, However, in our algorithms, K1 +2 is
not constructed explicitly in any processors. The valuesin K ® and
KO related with common DOF (38, 30, 22, and 14) are exchanged
and updated between processors 1 and 2. Thus, two processorshave
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Fig. 6 Gauss-elimination using ith row as pivot.
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Fig.7 Distribution of matrix for parallel Gauss elimination.
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Fig.8 Speedup for 16 X 16 X 16 solid elements.

the same value in front of matrix related with common DOF. When
DOF 38 iseliminated, theeliminationoperationsrelated with rows 1,
3,and 5-7 of K ' *? can be carried out in processor 1, and the elim-
ination operations related with rows 2, 4, and 8-10 of K' 2 can
be carried out simultaneously in processor 2. These operations are
basically based on parallel Gauss-elimination algorithms, and the
rows of the front matrix engaged in the current elimination process
are distributed to the processors. Therefore, the front-merging pro-
cess between two processescan be parallelized without constructing
the K4*2 matrix.

To obtain final solutions, backsubstitutionsmust be carried out in
each processor in the same way as the multifrontal solver, and the
displacements obtained by the parallel multifrontal solver are sent
to one processor and stored in file.

Performance of Developed Parallel Multifrontal Solver
The parallel performance of developed parallel multifrontal
solver is checked in a massively parallel processors (MPP) system
(Cray T3E). A message-passing interface (MPI) library is utilized
for the development of the parallel multifrontal solver. The paral-
lel performances are measured in the elapsed time required in the
solving process excluding the mesh-partitioning process and front-
partitioning process, and the speedup is defined as follows:

elapsedtime using one processor

S(n) = . .
elapsedtime using n processors

Figure 8 is the results of finite element analysiswith 16 x 16 x 16
three-dimensionalsolid elements, and the measured speedup is tab-

Table1l Speedupsfor 16 X 16 X 16 solid elements

No. of No. of
processors Elapsed time Speedup elements
1 171.6 1.00 4096
2 84.4 2.03 2048
4 41.8 4.11 1024
8 21.9 7.84 512
16 15.0 11.46 256
35
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Fig.9 Speedup for 32 X 32 X 16 solid elements.

10QMbps fast etherjet

External Intelligent
Switching Hub

Fig.10 Fast-networked personal computer system: CPU: Pentium III
550 MHz, RAM: 1 GB, HDD: 20 GB (E-IDE), OS: LINUX, and HUB:
Intelligent switching hub (24 port, 2.1-Gbit bandwidth).

ulated in Table 1. Detailed information of the communications of
domain 1 is given in Table 2. Figure 8 shows a good parallel per-
formance up to 8 processors, but the rate of increase on speedup is
decreased over 16 processors. This is because the problem size is
so small that the ratio of communication operations to elimination
operations is large. The results of 32 x 32 x 16 three-dimensional
solidelementsare shownin Fig. 9, and this problemhas 55,539 DOF.
In Table 3, the measured speedups are also tabulated, and the com-
munication information is given in Table 4. Excellent parallel per-
formance is obtained up to 32 processors. As described in Table 4,
the communications are increased about two times, but the num-
ber of elements allocated to each processor is increased four times.
Therefore, the ratio of communication operations to elimination
operations is smaller than the first example. Moreover, the deteri-
oration of performance due to the usage of hard disk memory can
be avoided in parallel computation. In general, the utilization of the
slower hard disk memory must be needed in serial computing due
to the large number of DOF, but sufficient memories are guaranteed
if the number of processes is increased through the parallel com-
puting. From these results, it can be concluded that the developed
parallel multifrontal solver has shown good parallel performancein
MPP systems.

To investigate the parallel performance of developed parallel
multifrontal solver in general distributed parallel environments,
a fast-networked personal computer system (eight CPUs) is con-
structed. Every node (personal computer) has the same system
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Table2 Communication profile in domain 1 for 16 X 16 X 16 solid elements

Integer (4 B) Double (8 B) Total
Communication Communication Communication

No. of Communication volume, Communication volume, Communication volume,
processors count MB count MB count MB

2 993 4.77 2454 14.14 3447 18.71

4 1002 4.80 3286 17.93 4288 22.73

8 773 3.71 3606 18.97 4397 22.68

16 803 3.85 4028 21.13 4831 24.98
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Fig.11 Speedup results.

configuration (Fig. 10). A local area multicomputer (LAM)'? is
adopted for the message passing library. The Linux system is used
for the operatingsystem. The test problemhas 116,400 DOF, and the
parallel performance measured by numerical experimentsis shown
in Fig. 11. The results are almost the same up to eight processors
with ideal speedup, that is, 7.5 speedupis obtained in the eight pro-
cessors. Therefore, the parallel performance of developed parallel
multifrontal solver is good in general distributed parallel environ-
ments, as well as in dedicated MPP systems.

Paradigm of Internet Supercomputing

The Internet supercomputing paradigm that we introduce in this
study relies on two major fundamental changes in computing and
networking environments. One is the unbelievable progress in per-
formance of personal computers during the past decade, and the
other is the permeation of the Internetinto daily life. Two decades
ago, the performance of personal computers was too low to compare
to that of dedicated supercomputingmachine. Similarly, the perfor-
mance of a workstation was much more powerful compared to that
of a personal computer around 10 years ago. However, the CPU
performance of the personal computer has made startling progress
in the past 10 years and has already reached or exceeded that of a
dedicated workstation level these days. As a result, nowadays the
boundary between the CPUs in a supercomputer and a personal
computer has become vague. As is widely known, several MPP ma-
chines, such as the IBM SP2, are also equipped with the CPU that
is commonly used in personal computers such as Macintosh. On the
other hand, along with the remarkable improvement in the perfor-
mance of the personal computer, the propagationof Internetchanges
our whole daily life patternsand business patterns substantially. This
trend enforces most of the computers to be connected by the Inter-
net with no regard to their locations (laboratory, office, home, etc.).
Furthermore, the speed of the network has become faster due to the
explosively increasing demand for networking.

The key idea of Internet supercomputing is to actively use the
numerous general-purposed personal computers in the Internet en-
vironment. As mentioned before, most of the personalcomputersare
connected by Internet. During office hours, these general-purposed
personal computers are used for several purposes such as CAD,

graphics, word processing, database application, etc. However, af-
ter office hours these computers connected by Internet start to idle
without jobs or are turned off. These tremendous computing re-
sources can be fully utilized, if a parallel algorithm appropriate to
the Internet environment is developed to concentrate the scattered
powers of personal computers onto one large-scale job. In addition,
the resources are free and unlimited. These idling personal com-
puters can be metamorphosed into a virtual supercomputer system
after office hours and may show powerful computing capabilities.
In this strategy, the supercomputingability could be obtained for al-
most free. The cluster of personal computers could also be a similar
way for affordable computing, but the clustered personal computer
system is a kind of dedicated computing machine. Therefore, we
have to pay for acquisitionand maintenance of the system. Further-
more, the full utilizationof the systemis importantso as not to waste
the invested money because it is a dedicated computing machine.
For these reasons, Internet supercomputing can be considered to be
one of the cheapest ways and one of the most powerful ways to
high-performance computing.

Basically a similaridea, the search for extraterrestrialintelligence
(SETD)!! project, has tried to utilize personal computers connected
by the Internet. However, the main idea of SETI is a kind of sharing
the job. All parts of the job are fully independentof each other. This
is a kind of job distribution/collection through the Internet. How-
ever, the nature of solution procedureof physical problems is totally
different from the problem characteristicsof SETIL. In solution pro-
cedure of physical problems, especially in finite element analysis,
all of the DOF are coupled with each other, and a lot of communica-
tion is done to solve the problem in a parallel environment. This is
not a collection of a bunch of independentjobs, but one huge-sized
job. Thus, our idea of Internet supercomputing is totally different
from the previous ones such as SETI project.

InterSup I: Realization of Internet Supercomputing

In this study, the virtual supercomputing system InterSup I is
constructed to materialize the concept of Internet supercomputing.
In the virtual supercomputing system, general-purposed personal
computers connected by Internet are utilized. Even though the con-
cept of Internet supercomputingis simple and fascinating, there are
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a few obstaclesto be overcome. We should first search for the avail-
able computers among the candidate resources because the status
of available systems is changed everyday. Furthermore, because the
resources are differentin CPUs and operating systems (OSs) from
each other, heterogeneoussystems should be handled. Because our
InterSup I system is quite different from the dedicated supercom-
puting machines, we should perform the computation within the
limited access privilege because most of the resources in Internet

Table3 Speedups for 32 X 32 X 16 solid elements

KIM, LEE, AND KIM

supercomputingcanbe accessednot by superuseraccesslevelbutby
ordinary user access level. In this work, we conscriptheterogeneous
personal computers based on Linux/Unix operating system because
Linux/Unix have several networking advantages over the Windows.
LAM based on the Interoperable MPI (IMPI'?) is adopted to handle
the communication between heterogeneoussystems. A secure shell
isutilized to obtain the minimum access privilegeto carry out the In-
ternet supercomputing. We also make it possible to awaken the MPI
daemon only when it is required. Unnecessary MPI daemon service
givesrise to loss of computerresources when the personal computer
is used for ordinary general purposes such as graphics, CAD, word

No. of . No. of processing, etc. Figure 12 shows the scattered locations of personal
processors Elapsed time Speedup elements . K
computers utilized in InterSup I. Each personal computer has an
1 2,987 1.00 16,384 Ethernet network device, which was bought off the shelf. All com-
2 1,589 1.88 8,192 munications among the personal computers are conducted through
g ;Zg’g ggg’ ggzg transmission control protocol/Internet protocol (TCP/IP).
16 173.0 16.8 1.024 To controlthe parallelcomputingjobsrun throughInterSupl, sev-
30 103.9 288 512 eral utilities are also developed. Node monitoring tools can check
Table4 Communication profile in domain 1 for 32 X 32 X 16 solid elements
Integer (4 B) Double (8 B) Total
Communication Communication Communication

No. of Communication volume, Communication volume, Communication volume,

processors count MB count MB count MB

2 1695 8.14 4208 24.20 5903 32.34

4 1722 8.27 5843 32.12 7565 40.39

8 2160 10.34 7487 40.11 9647 50.45

16 1346 6.46 8121 42.30 9467 48.76

32 931 4.47 8148 41.50 9079 45.97
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Table 5 System and compiler configuration for benchmark problem

Peak performance No. of CPUs
(theoretical) used for
CPU Gflops parallel computing  System and compiler configuration
IBM SP(Nightawk II)

Power3 375 MHz 1.5 32 OS: AIX 4.3.3
Compiler: xlc, xIC
SP switches and Fast Ethernet

InterSup I

Athlon 1 GHz 1 1 OS: Linux (kernel 2.4.0)
Compiler: Athlon gcc-2.95.3
Athlon optimization flag®
Fast Ethernet (100 Mbps)

P-111 866 MHz 0.866 2 OS: Linux (kernel 2.2.18)
Compiler: Pentium gec-2.95.3
Pentium Pro optimization flag®
Ethernet (10 Mbps)

P-11I 800 MHz 0.800 1

P-1I1 650 MHz 0.650 4 OS: Linux (kernel 2.2.16)
Compiler: Pentium gec-2.95.3
Pentium Pro optimization flag®
Ethernet (10 Mbps)

Athlon 550 MHz 0.550 13 OS: Linux (kernel 2.4.0)
Compiler: Athlon gcc-2.95.3
Athlon optimization flag®
Fast Ethernet (100 Mbps)

P-1I1 550 MHz 0.550 10 OS: Linux (kernel 2.2.16)
Compiler: Pentium gec-2.95.3
Pentium Pro optimization flag®
Fast Ethernet (100 Mbps)

P-111 450 MHz 0.450 1

3Athlon optimization flag= -O3 -fomit-frame-pointer -Wall -mathlon -march=athlon -mcpu=athlon -malign-

functions=4 -funroll-loops -fex pensive-optimizations -malign-double -fschedule-insns2.

bPentiumpm optimization flag= -O3 -fomit-frame-pointer -Wall -mpentiumpro -march=pentiumpro -malign-

functions=4 -funroll-loops -fexpensive-optimizations -malign-double -fschedule-insns2.

DOF : 2,671,534
Node number : 890,554
Element number : 829,440
(B-node salid element )

Fig.13 Finite element model of test problem 1.

the status of each personal computer and acquire the system in-
formation including CPU clock, main memory capacity, hard disk
usage, and CPU charge rate through simple network management
protocol.'? Job submitting and control can be done by graphic-user
interface software based on Gimp Tool Kit (GTK) library and Prac-
tical Extraction and Report Language (PERL).

Numerical Examples

Benchmarking tests with a huge number of DOF are performed
usingthe currently proposedInternetsupercomputingmethodology.

Test Problem 1: Composite Specimen (2.7 X 10° DOF)

The benchmark problem with finite element mesh of composite
specimen is performed in dedicated MPP system and also Inter-
Sup I system. The IBM SP system [Nighthawk II model, Power3
375 MHz, 144 CPUs, Symmetric Multi-Processors (SMP), High
Node: 9 nodes]in Seoul National Universityis utilized. This IBM SP
systemwas rankedas the 116thin the 16 TOP500 list.!* The compos-
ite specimen is discretized by 0.8 x 10° 8-node three-dimensional

solid elements as shown in Fig. 13. The total DOF are 2,671,534,
and total number of nodes is 890,554. The numerical tensile test
in the x direction is carried out by displacement control. The dis-
cretized finite element model is shown in Fig. 13, and the par-
titioned domains allocated to each personal computer are shown
in Fig. 14. The benchmark problem is solved by using 32 CPUs
through the developed finite element code based on the paral-
lel multifrontal solver. In the two systems, the developed paral-
lel multifrontal solver is compiled as the best optimization. The
detail system tuning status, network speed, compiler, and com-
pile optimization flags are given in Table 5. The elapsed time is
26,460 s in the IBM SP system and 31,212 s in the InterSup L.
When the difference of network configuration between two sys-
tems is considered, this result is very promising and interesting.
Therefore, it is evident that the computing powers of personal com-
puters simply connected by the Internetcan be treated as an alterna-
tive supercomputing power if parallel algorithms are well designed
for Internet supercomputing environments and implemented effi-
ciently.
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Fig. 14 Partitioned domains allocated to each personal computer.

Fig. 15 Finite element method mesh of three-dimensional compos-
ite shell structures with cutouts (boron/aluminum composite, four
layers).
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Fig.16 Normalstress o;; distributions of three-dimensional composite
shell structures with cutouts (boron/aluminum composite, four layers).

Test Problem 2: Three-Dimensional Composite Shell
Structures with Cutouts (2.2 X 10° DOF)

Three-dimensional composite shell structures with cutouts are
modeled by 151,456 three-dimensionalsolid 20-noded elements, as
shown in Fig. 15, and the stress analysis is performed through the
developed virtual supercomputingsystem InterSup I. Tensile forces
are applied along the z direction. The problem size and resources
used in computationare as follows: total DOF = 2,224,524;number
of elements =151,456; number of computers= 16; main memory
usage =2.9 GB; and elapsed time = 26,434 s (7 h).

This kind of stress analysis is commonly carried out for the pre-
liminary design and system analysis. However, in most cases, the
whole domain of the problem cannot be considered at one time be-
cause of the limitation of computing resources. Therefore in usual
cases, coarse analysis is performed for the whole model first, and
then based on the coarse results, detail analyses are carried out
part by part. However, this approach may have a critical limitation
in terms of accuracy. In some cases, we have to assume the local
stress or strain condition when adopting this conventional analysis
approach. Thus, we attempt to solve this example directly by the
developed virtual supercomputing system InterSup . In this case,
a total of 16 computers among the candidate resources in Fig. 12
are utilized for the computation. The result of stress analysis of this
problem is presented in Fig. 16.

Conclusions

In this study, large-scale structural analyses using a parallel mul-
tifrontal solver through Internet personal computers are introduced
and realized. A new out-of-core parallel solver based on domain-
wise or elementwise multifrontal technique is proposed and im-
plemented. When parallel Gauss-elimination algorithms are used,
a good parallel performance can be obtained in three-dimensional
analysis. In numerical tests, 28.8 speedup is measured in 32 proces-
sorsof the Cray T3E. Therefore, it could be concludedthat the devel-
oped parallel multifrontal solver may be widely used in large-scale
structural analysis due to its robust stability and its good scalability.

To use the computing power of personal computers simply con-
nected by Internet, a new paradigm, Internet supercomputing tech-
nology,is introduced. A virtual supercomputingsystem, InterSup I,
is constructedto materializethe conceptof Internetsupercomputing.
In the constructionof InterSup I, LAM based on IMPI is chosen and
tuned to handle the heterogeneous system in the Internet. A secure
shell is used to obtain the minimum access privilegeto carry out the
Internetsupercomputing.In numerical experiments, the first bench-
mark problem, which has 2,671,534 DOF, is solved by using 32
CPUs and the elapsed time is 31,212 s. The elapsed time required
to solve the same problem in IBM SP system in Seoul National
University is 26,460 s. Moreover, the detail stress analysis of three-
dimensional composite shell structures with more than 2 x 10° DOF
is successfully performed by using 16 CPUs in InterSup I, and the
elapsed time is 26,434 s. From these results, it is confirmed that
the proposed Internetsupercomputingmethodologyis very promis-
ing and has great potential as the next-generationhigh-performance
computing technology. When the rapid advancementof technology
in computer hardware and networks is taken into account, Inter-
net supercomputing can be considered as a worthy alternative for
supercomputing.
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